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For a fixed unit vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S^{n-1}$, consider the $2^{n}$ sign vectors $\boldsymbol{\epsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in$ $\{ \pm 1\}^{n}$ and the corresponding scalar products $\epsilon \cdot a=\sum_{i=1}^{n} \varepsilon_{i} a_{i}$. The question that we address is: for how many of the sign vectors must $\boldsymbol{\epsilon} \cdot \boldsymbol{a}$ lie between -1 and 1 . Besides the straightforward interpretation in terms of the sums $\sum \pm a_{i}$, this question has appealing reformulations using the language of probability theory or of geometry.

The natural conjectures are that at least $\frac{1}{2}$ the sign vectors yield $|\epsilon \cdot a| \leq 1$ and at least $\frac{3}{8}$ of the sign vectors yield $|\epsilon \cdot a|<1$ (the latter excluding the case when $\left|a_{i}\right|=1$ for some $i$ ). These conjectured lower bounds are easily seen to be the best possible. Here we prove a lower bound of $\frac{3}{8}$ for both versions of the problem, thus completely solving the version with strict inequality. The main part of the proof is cast in a more general probabilistic framework: it establishes a sharp lower bound of $\frac{3}{8}$ for the probability that $|X+Y|<1$, where $X$ and $Y$ are independent random variables, each having a symmetric distribution with variance $\frac{1}{2}$.

We also consider an asymptotic version of the question, where $n \rightarrow \infty$ along a sequence of instances of the problem satisfying $\|a\|_{\infty} \rightarrow 0$. Our result, best expressed in probabilistic terms, is that the distribution of $\epsilon . a$ converges to the standard normal distribution, and in particular the fraction of sign vectors yielding $\boldsymbol{\epsilon} \cdot \boldsymbol{a}$ between -1 and 1 tends to $\sim 68 \%$.

## 1. Introduction

The following unsolved problem was presented in [2] and attributed to B. Tomaszewski. Consider $n$ real numbers $a_{1}, \ldots, a_{n}$ satisfying $\sum_{i=1}^{n} a_{i}^{2}=1$. Of the $2^{n}$ sums of the form $\sum \pm a_{i}$, is it possible that there are more with $\left|\sum \pm a_{i}\right|>1$ than there are with $\left|\sum \pm a_{i}\right| \leq 1$ ?

The natural conjecture is that it is impossible. Formally, let $S^{n-1}=\{a=$ $\left.\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}: \sum_{i=1}^{n} a_{i}^{2}=1\right\}$ and let $\{ \pm 1\}^{n}=\left\{\epsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right): \varepsilon_{i}=1\right.$ or $-1, i=$ $1, \ldots, n\}$. For $\epsilon \in\{ \pm 1\}^{n}$ and $a \in S^{n-1}, \epsilon \cdot a=\sum_{i=1}^{n} \varepsilon_{i} a_{i}$ is their scalar product.

Conjecture 1.1. For all $a \in S^{n-1},\left|\left\{\epsilon \in\{ \pm 1\}^{n}:|\epsilon \cdot a| \leq 1\right\}\right| / 2^{n} \geq \frac{1}{2}$.
One can verify the conjecture for low values of $n$. In particular, for $n=2$ and $a_{1}, a_{2}>0$, we have $|\epsilon \cdot a| \leq 1$ if and only if $\varepsilon_{1} \neq \varepsilon_{2}$, so the lower bound of $\frac{1}{2}$ is attained. For large values of $n$, it is instructive to think about the special case when $a_{1}=\cdots=$

[^0]$a_{n}=\sqrt{\frac{1}{n}}$. Here $|\epsilon \cdot a| \leq 1$ if and only if $\left|\sum_{i=1}^{n} \varepsilon_{i}\right| \leq \sqrt{n}$; by the normal approximation to the binomial distribution, the latter holds true for $\sim 68 \%$ of the sign vectors $\epsilon$.

We want to suggest three appealing interpretations of the conjecture:
(i) Sum partitions. The conjecture asserts that there are many ways to partition a sum $\sum a_{i}$ into two roughly equal partial sums. More explicitly, "many" means at least half of all partitions, and "roughly equal" means (under the normalization $\sum a_{i}^{2}=1$ ) differing by at most 1 .
(ii) Chebyshev-type inequality. When $\{ \pm 1\}^{n}$ is viewed as a probability space, with all $\epsilon$ equiprobable, $\epsilon \cdot a$ becomes a random variable. Denoting $X=\epsilon \cdot a$ we have $E(X)=0$ and $\operatorname{Var}(X)=\sum a_{i}^{2}=1$. The conjecture states that $X$ lies within one standard deviation of its mean with probability $\geq \frac{1}{2}$. This is not true of a general random variable; Chebyshev's inequality yields a lower bound of 0 for this probability. Yet, according to the conjecture, this is true for $X$ that is a linear combination of mutually independent random variables each assuming the values $\pm 1$ with equal probabilities.
(iii) A ball and a cube. Consider an $n$-dimensional ball and a smallest $n$-dimensional cube containing it. The conjecture asserts, that for any pair of parallel supporting hyperplanes of the ball, at least half the vertices of the cube lie between (or on) the two hyperplanes.

A variant of the problem addressed by Conjecture 1.1 is obtained by insisting on $|\epsilon \cdot a|<1$ instead of $|\epsilon \cdot a| \leq 1$. To get a meaningful lower bound for this version, one must exclude those $a \in S^{n-1}$ with $\left|a_{i}\right|=1$ for some $i$. Next, consider $n=4$ and $a_{1}=\cdots=a_{4}=\frac{1}{2}$; in this case just 6 out of 16 sign vectors yield $|\epsilon \cdot a|<1$. We shall prove that this is the lowest possible:
Theorem 1.2. For all $a \in S^{n-1}$ with $\left|a_{i}\right|<1, i=1, \ldots, n$,

$$
\left|\left\{\epsilon \in\{ \pm 1\}^{n}:|\epsilon \cdot a|<1\right\}\right| / 2^{n} \geq \frac{3}{8}
$$

Our method of proof does not seem to lead to a better lower bound when $|\epsilon \cdot a| \leq$ 1 is under consideration. Thus, for the original problem addressed by Conjecture 1.1 we only have the following immediate consequence of Theorem 1.2:
Corollary 1.3. For all $a \in S^{n-1},\left|\left\{\epsilon \in\{ \pm 1\}^{n}:|\epsilon \cdot a| \leq 1\right\}\right| / 2^{n} \geq \frac{3}{8}$.
Our strategy for proving Theorem 1.2 grew out of the following idea. Suppose that the set $[n]=\{1, \ldots, n\}$ is partitioned into two subsets $I$ and $\bar{I}$ so that $\sum_{i \in I} a_{i}^{2}=$ $\sum_{i \in \bar{I}} a_{i}^{2}=\frac{1}{2}$. Define two random variables over the probability space $\{ \pm 1\}^{n}$ (with all $\epsilon$ equiprobable) by $X=\sum_{i \in I} \varepsilon_{i} a_{i}, Y=\sum_{i \in \bar{I}} \varepsilon_{i} a_{i}$. Then $X$ and $Y$ are independent and each has a symmetric distribution with variance $\frac{1}{2}$. By Chebyshev's inequality $\boldsymbol{P}\{|X|<1\} \geq \frac{1}{2}, \boldsymbol{P}\{|Y|<1\} \geq \frac{1}{2}$. It follows by independence and symmetry that at least $\frac{1}{8}$ of the time $X$ and $Y$ are $<1$ in absolute value and have opposite signs (or one of them is 0 ). Since $X+Y=\boldsymbol{\epsilon} \cdot \boldsymbol{a}$, we obtain that $\boldsymbol{P}\{|\epsilon \cdot a|<1\} \geq \frac{1}{8}$.

There are two aspects of this argument that call for an improvement. First, a "balanced" partition of [n], i.e., one with $\sum a_{i}^{2}=\frac{1}{2}$ over each part, may not exist. Second, the lower bound of $\frac{1}{8}$ is considerably lower than we would like, and this is
because the argument fails to exploit all combinations of values of $X$ and $Y$ that entail $|\epsilon \cdot a|<1$.

The structure of our proof is the following. In Section 2 we show that if a balanced partition exists and $X$ and $Y$ are defined as above then $P\{|X+Y|<1\} \geq$ $\frac{3}{8}$. This takes care of the second point made in the last paragraph. With respect to the first point, we define $X$ and $Y$ in the same manner using any partition of $[n]$ into $I$ and $\bar{I}$. For any such partition $P\{|X+Y|<1\}=P\{|\epsilon \cdot a|<1\}$, and we look for partitions that will enable us to establish a good lower bound for this probability. In Section 3 we handle several special cases in which we can show that $P\{|X+Y|<$ $1\} \geq \frac{3}{8}$ using partitions with $|I| \leq 3$. These special cases are characterized, roughly speaking, by the concentration of a significant part of the sum $\sum a_{i}^{2}$ in one, two or three of the summands. In Section 4 we show that if none of the special cases occurs then for some $j$ with $a_{j}^{2}<\frac{1}{12}$ there exists a partition of $[n] \backslash\{j\}$ into $I$ and $\bar{I}$ such that $\sum_{i \in I} a_{i}^{2} \leq \frac{1}{2}$ and $\sum_{i \in \bar{I}} a_{i}^{2} \leq \frac{1}{2}$; this situation is close enough to the balanced case to permit us to obtain the lower bound of $\frac{3}{8}$ by an extension of the same argument.

A related question that we also address in this paper is: can we say more about the problem if $n$ is assumed to be large? The fact that $n$ is large is not helpful by itself, since the distribution of $\boldsymbol{\epsilon} \cdot \boldsymbol{a}$ remains the same if $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)$ is replaced by $\left(a_{1}, \ldots, a_{n}, 0, \ldots, 0\right)$. On the other hand, we have observed above that if $n$ is large and the $a_{i}, i=1, \ldots, n$, are equal, then $|\epsilon \cdot a| \leq 1$ holds for $\sim 68 \%$ of the sign vectors $\epsilon$. The following theorem, which we prove in Section 4, establishes this phenomenon under a more general assumption on the behavior of the $a_{i}$.
Theorem 1.4. For $n=1,2, \ldots$ let $a_{n}=\left(a_{n 1}, \ldots, a_{n n}\right) \in S^{n-1}$ and assume that $\max _{i=1, \ldots, n}\left|a_{n i}\right| \rightarrow 0$ as $n \rightarrow \infty$. Over the probability space $\{ \pm 1\}^{n}$ (with all $\epsilon_{n} \in$ $\{ \pm 1\}^{n}$ equiprobable) define the random variable $X_{n}=\epsilon_{n} \cdot a_{n}$. Then as $n \rightarrow \infty$ the distributions of $X_{n}$ tend to the standard normal distribution function $\Phi$. In particular, $P\left\{\left|X_{n}\right| \leq 1\right\}$ as well as $\boldsymbol{P}\left\{\left|X_{n}\right|<1\right\}$ tend to $\Phi(1)-\Phi(-1) \approx 0.6826$.

## 2. The Balanced Case

In this section we assume that $a=\left(a_{1}, \ldots, a_{n}\right) \in S^{n-1}$ and $[n]$ is partitioned into $I$ and $\bar{I}$ so that $\sum_{i \in I} a_{i}^{2}=\sum_{i \in \bar{I}} a_{i}^{2}=\frac{1}{2}$. For the random variables $X=\sum_{i \in I} \varepsilon_{i} a_{i}$ and $Y=\sum_{i \in \bar{I}} \varepsilon_{i} a_{i}$ defined over the probability space $\{ \pm 1\}^{n}$ (with all $\epsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in$ $\{ \pm 1\}^{n}$ equiprobable), we prove that $P\{|X+Y|<1\} \geq \frac{3}{8}$. The example mentioned in the Introduction, with $a_{1}=\cdots=a_{4}=\frac{1}{2}$, indicates that this lower bound is sharp.

The first idea in the proof is to forget about the particular way $X$ and $Y$ are defined, and maintain only some of their properties. Thus, we shall establish the following more general fact.
Proposition 2.1. Let $X$ and $Y$ be independent random variables, each assuming finitely many real values and having a symmetric distribution with variance $\frac{1}{2}$. Then $P\{|X+Y|<1\} \geq \frac{3}{8}$.

In anticipation of the need for an extension of this result (that will arise in Section 4), we shall actually prove here:

Proposition 2.2. Let $X$ and $Y$ be independent random variables, each assuming finitely many real values and having a symmetric distribution, with

$$
6-4 \sqrt{2} \leq \operatorname{Var}(X) \leq \frac{1}{2} \text { and } 6-4 \sqrt{2} \leq \operatorname{Var}(Y) \leq \frac{1}{2}
$$

Let $a$ be a real number with $|a|<1-\sqrt{\frac{1}{2}}$. Then $P\{-1+a<X+Y<1+a\} \geq \frac{3}{8}$.
Proof. Let $x_{1}, \ldots, x_{k}$ be all the distinct values that $|X|$ assumes, and let $p_{i}=$ $\boldsymbol{P}\left\{|X|=x_{i}\right\}, i=1, \ldots, k$. Similarly, let $y_{1}, \ldots, y_{\ell}$ be all the distinct values that $|Y|$ assumes, and let $q_{j}=\boldsymbol{P}\left\{|Y|=y_{j}\right\}, j=1, \ldots, \ell$. Denote $P=P\{-1+a<X+Y<1+a\}$. Then:

$$
\begin{equation*}
P=\sum_{i=1}^{k} \sum_{j=1}^{\ell} c_{i j} p_{i} q_{j} \tag{1}
\end{equation*}
$$

where $c_{i j}$ is $\frac{1}{4}$ times the number of valid inequalities among

$$
\begin{aligned}
& \text { ( } \alpha) x_{i}+y_{j}<1-a \\
& (\beta) x_{i}+y_{j}<1+a \\
& (\gamma)\left|x_{i}-y_{j}\right|<1-a \\
& (\delta)\left|x_{i}-y_{j}\right|<1+a
\end{aligned}
$$

Given the $x_{i}$ and the $y_{j}$, (1) can be regarded as defining a bilinear function $P: D_{1} \times$ $D_{2} \rightarrow \mathbb{R}$, where $D_{1}$ and $D_{2}$ are polytopes in $\mathbb{R}^{k}$ and $\mathbb{R}^{\ell}$ respectively defined by:

$$
\begin{aligned}
& \boldsymbol{p}=\left(p_{1}, \ldots, p_{k}\right) \in D_{1} \Longleftrightarrow\left\{\begin{array}{l}
p_{i} \geq 0, \quad i=1, \ldots, k \\
\sum_{i=1}^{k} p_{i}=1 \\
\sum_{i=1}^{k} x_{i}^{2} p_{i}=\operatorname{Var}(X)
\end{array}\right. \\
& \boldsymbol{q}=\left(q_{1}, \ldots, q_{\ell}\right) \in D_{2} \Longleftrightarrow\left\{\begin{array}{l}
q_{j} \geq 0, j=1, \ldots, \ell \\
\sum_{j=1}^{\ell} q_{j}=1 \\
\sum_{j=1}^{\ell} y_{j}^{2} q_{j}=\operatorname{Var}(Y)
\end{array}\right.
\end{aligned}
$$

A minimum of $P$ in $D_{1} \times D_{2}$ can be found at a point $(\boldsymbol{p}, \boldsymbol{q}) \in \operatorname{ext} D_{1} \times \operatorname{ext} D_{2}$, where $\operatorname{ext} D_{i}$ is the set of extreme points of $D_{i}$ (this is a consequence of the bilinearity of $P)$. If $p \in \operatorname{ext} D_{1}$ then at least $k-2$ of the inequalities $p_{i} \geq 0$ in the definition of $D_{1}$ must be satisfied by $p$ with equality. An analogous statement holds for $q \in \operatorname{ext} D_{2}$.

The upshot of all this is that we may assume that $k \leq 2$ and $\ell \leq 2$. In fact, we shall assume from now on that $k=\ell=2$ (if for instance $k=1$, we add an arbitrary $x_{2}$ with probability 0 ). Updating our notation, we have now:

$$
\begin{array}{rll}
x_{1}<x_{2}, & p=\boldsymbol{P}\left\{|X|=x_{1}\right\}, & 1-p=\boldsymbol{P}\left\{|X|=x_{2}\right\} \\
y_{1}<y_{2}, & q=P\left\{|Y|=y_{1}\right\}, & 1-q=P\left\{|Y|=y_{2}\right\} .
\end{array}
$$

By assumption,

$$
\begin{equation*}
p x_{1}^{2}+(1-p) x_{2}^{2} \leq \frac{1}{2} \quad \text { and } \quad q y_{1}^{2}+(1-q) y_{2}^{2} \leq \frac{1}{2} \tag{2}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
x_{1} \leq \sqrt{\frac{1}{2}} \quad \text { and } \quad y_{1} \leq \sqrt{\frac{1}{2}} \tag{3}
\end{equation*}
$$

Similarly, from the lower bound of $6-4 \sqrt{2}$ on the variances we deduce that

$$
\begin{equation*}
x_{2} \geq 2-\sqrt{2} \quad \text { and } \quad y_{2} \geq 2-\sqrt{2} \tag{4}
\end{equation*}
$$

We assume w.l.o.g. that $a \geq 0$. Thus, the following implications among the inequalities that determine $c_{i j}$ in (1) hold: $(\alpha) \Rightarrow(\beta)$ and $(\gamma),(\beta)$ or $(\gamma) \Rightarrow(\delta)$. We shall use these implications in our arguments without explicit mention.

From (3) and the assumption that $a<1-\sqrt{\frac{1}{2}}$ it follows that $\left|x_{1}-y_{1}\right|<1-a$, which accounts for

$$
\begin{equation*}
P \geq \frac{1}{2} p q . \tag{5}
\end{equation*}
$$

From here on the argument to show that $P \geq \frac{3}{8}$ splits into several cases.
Case I. At least one of the following holds:

$$
\begin{equation*}
x_{2}-y_{1}<1-a \tag{i}
\end{equation*}
$$

(ii) $x_{2}+y_{1}<1+a$,
(iii) $y_{2}-x_{1}<1-a$,
(iv) $y_{2}+x_{1}<1+a$.
W.l.o.g. we assume that (i) or (ii) holds. In this case (5) can be improved to get

$$
\begin{equation*}
P \geq \frac{1}{2} p q+\frac{1}{2}(1-p) q=\frac{1}{2} q . \tag{6}
\end{equation*}
$$

Now, if $q \geq \frac{3}{4}$ then (6) implies $P \geq \frac{3}{8}$. We assume henceforth that

$$
\begin{equation*}
q<\frac{3}{4} \tag{7}
\end{equation*}
$$

Putting this into (2) yields $y_{2}<\sqrt{2}$, which in turn implies, using (4), that

$$
\begin{equation*}
y_{2}-x_{2}<\sqrt{2}-(2-\sqrt{2})<1 \tag{8}
\end{equation*}
$$

Our assumption that (i) or (ii) holds implies that

$$
\begin{equation*}
x_{2}-y_{2}<1-a \tag{9}
\end{equation*}
$$

Indeed, if (i) holds then $x_{2}-y_{2}<x_{2}-y_{1}<1-a$; if (ii) holds then, using (4), $x_{2}-y_{2} \leq$ $x_{2}+y_{1}-y_{2}<1+a-(2-\sqrt{2})<1-a$. From (8) and (9) we deduce that $\left|x_{2}-y_{2}\right|<$ $1+a$, and so (6) can be improved to get

$$
\begin{equation*}
P \geq \frac{1}{2} q+\frac{1}{4}(1-p)(1-q) \tag{10}
\end{equation*}
$$

Now, if (iii) or (iv) holds then we may add $\frac{1}{2} p(1-q)$ to the right-hand-side of (10); also, from (9) and the fact that $y_{2}-x_{2}<1-a$ (which follows from (iii) or (iv) in the same manner as (9) follows from (i) or (ii)) we deduce that $\left|x_{2}-y_{2}\right|<1-a$, which justifies an additional term of $\frac{1}{4}(1-p)(1-q)$; thus $P \geq \frac{1}{2} q+\frac{1}{2}(1-p)(1-q)+\frac{1}{2} p(1-q)=$ $\frac{1}{2}$. So we assume henceforth that (iii) and (iv) fail, i.e.,

$$
\begin{equation*}
y_{2} \geq 1-a+x_{1} \quad \text { and } \quad y_{2} \geq 1+a-x_{1} \tag{11}
\end{equation*}
$$

This entails in particular that $y_{2} \geq 1$, so from (2) we deduce that

$$
\begin{equation*}
q \geq \frac{1}{2} \tag{12}
\end{equation*}
$$

If $x_{1}+y_{1}<1+a$ then (10) can be improved to yield $P \geq \frac{1}{2} q+\frac{1}{4}(1-p)(1-q)+\frac{1}{4} p q=$ $\frac{3}{8}+\frac{1}{2}\left(p+\frac{1}{2}\right)\left(q-\frac{1}{2}\right) \geq \frac{3}{8}$ (using (12) for the last inequality). Thus we assume that $x_{1}+y_{1} \geq 1+a$. Coupled with the first part of (11) this implies that

$$
\begin{equation*}
y_{2} \geq 2-y_{1} \tag{13}
\end{equation*}
$$

We state and prove now an auxiliary claim which will be used to complete the argument here and will also serve us later on.
Claim 2.3. Let $u$ satisfy $q y_{1}^{2}+(1-q) y_{2}^{2} \leq 1-u^{2}$, and suppose $y_{2} \geq 2-y_{1}$. Then $q \geq$ $\frac{1+u}{2}$.
Proof. Put $t=1-y_{1}$. Then $y_{2} \geq 1+t$ and so

$$
q(1-t)^{2}+(1-q)(1+t)^{2} \leq 1-u^{2}
$$

From here we obtain

$$
\Phi \geq \frac{(1+t)^{2}-1+u^{2}}{4 t}
$$

Thus it suffices to show that

$$
\frac{(1+t)^{2}-1+u^{2}}{4 t} \geq \frac{1+u}{2}
$$

The latter is equivalent to $2 t+t^{2}+u^{2} \geq 2 t(1+u)$, which in turn is equivalent to $(t-u)^{2} \geq 0$.

To complete our argument for Case I, we use the claim with $u=\sqrt{\frac{1}{2}}$ to conclude that $q \geq \frac{1+\sqrt{\frac{1}{2}}}{2}$, which contradicts (7).

From now on we assume that Case I does not occur, i.e.,

$$
\begin{array}{lll}
x_{2} \geq 1-a+y_{1} & \text { and } & y_{2} \geq 1-a+x_{1} \\
x_{2} \geq 1+a-y_{1} & \text { and } & y_{2} \geq 1+a-x_{1} \tag{15}
\end{array}
$$

This implies in particular that $x_{2} \geq 1$ and $y_{2} \geq 1$, so from (2) we obtain that

$$
\begin{equation*}
\therefore p \geq \frac{1}{2} \quad \text { and }, q \geq \frac{1}{2} \tag{16}
\end{equation*}
$$

Case II. Not Case I and $x_{1}+y_{1}<1-a$.
In this case (5) can be improved to get

$$
\begin{equation*}
P \geq p q \tag{17}
\end{equation*}
$$

Now, if $\left|x_{2}-y_{2}\right|<1-a$ then (17) can be improved to get $P \geq p q+\frac{1}{2}(1-p)(1-q)=$ $\frac{1}{3}+\frac{3}{2}\left(p-\frac{1}{3}\right)\left(q-\frac{1}{3}\right) ;$ using (16) this implies $P \geq \frac{3}{8}$. Thus we assume that $\left|x_{2}-y_{2}\right| \geq$ $1-a$, and actually, w.l.o.g., $y_{2} \geq 1-a+x_{2}$. With the first part of (15) this yields $y_{2} \geq$ $2-y_{1}$, and so by Claim 2.3 we have $q \geq \frac{1+\sqrt{\frac{1}{2}}}{2}$. Putting this and $p \geq \frac{1}{2}$ into (17) we get $P \geq \frac{1+\sqrt{\frac{1}{2}}}{4}>\frac{3}{8}$, completing the argument for Case II.
Case III. Not Case I and $x_{1}+y_{1} \geq 1+a$.
Put $t=\frac{1+a}{2}-x_{1}$. Then $x_{1}=\frac{1+a}{2}-t$ and, using the first part of (14) and the assumption of this case, $x_{2} \geq 1-a+y_{1} \geq 2-x_{1}=\frac{3-a}{2}+t$. So (2) yields

$$
p\left(\frac{1+a}{2}-t\right)^{2}+(1-p)\left(\frac{3-a}{2}+t\right)^{2} \leq \frac{1}{2}
$$

From here we obtain

$$
p \geq \frac{\frac{7-6 a+a^{2}}{4}+(3-a) t+t^{2}}{2-2 a+4 t}
$$

We also have $y_{1} \geq 1+a-x_{1}=\frac{1+a}{2}+t$ and $y_{2} \geq 1-a+x_{1}=\frac{3-a}{2}-t$, so (2) yields

$$
q\left(\frac{1+a}{2}+t\right)^{2}+(1-q)\left(\frac{3-a}{2}-t\right)^{2} \leq \frac{1}{2}
$$

From here we obtain

$$
\begin{equation*}
q \geq \frac{\frac{7-6 a+a^{2}}{4}-(3-a) t+t^{2}}{2-2 a-4 t} \tag{19}
\end{equation*}
$$

Given (5), (18) and (19), it suffices to show that

$$
\frac{1}{2} \cdot \frac{\frac{7-6 a}{4}+(3-a) t}{2-2 a+4 t} \cdot \frac{\frac{7-6 a}{4}-(3-a) t}{2-2 a-4 t} \geq \frac{3}{8}
$$

This is equivalent to $\left(\frac{7-6 a}{4}\right)^{2}-(3-a)^{2} t^{2} \geq 3\left[(1-a)^{2}-4 t^{2}\right]$, or, after rearranging, $\left(\frac{7-6 a}{4}\right)^{2}-3(1-a)^{2}+\left[12-(3-a)^{2}\right] t^{2} \geq 0$. Thus, it suffices to show that $\left(\frac{7-6 a}{4}\right)^{2}-3(1-a)^{2} \geq$ 0 . But the latter is equivalent to $1+12 a(1-a) \geq 0$, and the argument for Case III is complete.
Case IV. Not Case I and $1-a \leq x_{1}+y_{1}<1+a$.
In this case (5) can be improved to get

$$
\begin{equation*}
P \geq \frac{3}{4} p q \tag{20}
\end{equation*}
$$

We are going to distinguish three subcases, according to the number of valid inequalities among

$$
\begin{aligned}
& \text { (v) } x_{2}-y_{1}<1+a \\
& \text { (vi) } y_{2}-x_{1}<1+a
\end{aligned}
$$

Note that if (vi) fails then $y_{2} \geq 1+a+x_{1} \geq 2-y_{1}$, so by Claim 2.3 we have $q \geq \frac{1+\sqrt{\frac{1}{2}}}{2}$. Similarly, the failure of (v) implies $p \geq \frac{1+\sqrt{\frac{1}{2}}}{2}$.
Subcase 0. None of (v), (vi) holds.
Then $P \geq \frac{3}{4} p q \geq \frac{3}{4}\left(\frac{1+\sqrt{\frac{1}{2}}}{2}\right)^{2}>\frac{3}{8}$.
Subcase 1. Exactly one of (v), (vi) holds.
We assume w.l.o.g. that $x_{2}-y_{1}<1+a \leq y_{2}-x_{1}$. Then (20) can be improved to obtain $P \geq \frac{3}{4} p q+\frac{1}{4}(1-p) q=\frac{1}{2}\left(p+\frac{1}{2}\right) q$. Since $p \geq \frac{1}{2}$ and $q \geq \frac{1+\sqrt{\frac{1}{2}}}{2}$, we get $P \geq$ $\frac{1+\sqrt{\frac{1}{2}}}{4}>\frac{3}{8}$.
Subcase 2. Both (v) and (vi) hold.
Then (20) can be improved to get

$$
\begin{equation*}
P \geq \frac{3}{4} p q+\frac{1}{4}(1-p) q+\frac{1}{4} p(1-q)=\frac{1}{4} p+\frac{1}{4} q+\frac{1}{4} p q \tag{21}
\end{equation*}
$$

Now, if $\left|x_{2}-y_{2}\right|<1+a$ then (21) can be improved to obtain $P \geq \frac{1}{4} p+\frac{1}{4} q+\frac{1}{4} p q+$ $\frac{1}{4}(1-p)(1-q)=\frac{1}{4}+\frac{1}{2} p q$; using (16) this implies $P \geq \frac{3}{8}$. Thus we assume that $\left|x_{2}-y_{2}\right| \geq$ $1+a$, and actually, w.l.o.g., $x_{2} \geq 1+a+y_{2}$. With the second part of (14) this implies $x_{2} \geq 2+x_{1} \geq 2$, which in turn implies, via (2), that $p \geq \frac{7}{8}$. Putting this and $q \geq \frac{1}{2}$ into (21) we get $P \geq \frac{29}{64}$.

## Remarks.

1. If we were interested only in the case $a=0$ (as in Proposition 2.1, which suffices for the balanced case), then Case IV would not exist and the proof would consist of the first three cases, with some obvious simplifications.
2. The assumption that the variances of $X$ and $Y$ do not exceed $\frac{1}{2}$ is essential for the result: it is easy to construct an example where the variances of $X$ and $Y$ are $\frac{1}{2}+\varepsilon$ and $\frac{1}{2}-\varepsilon$ respectively, and $P\{|X+Y|<1\}<\frac{3}{8}$. The other quantitative assumptions (the lower bounds on the variances, the upper bound on $|a|$ ) can probably be relaxed at the cost of an increased number of cases in the argument.
3. Simple examples show that the independence assumption cannot be waived, and the symmetry assumption cannot be replaced by the assumption that the expectations are 0 . The assumption of finitely many values, however, can be dispensed with by means of an approximation argument. As the result of Proposition 2.1 seems interesting in its own right, we shall state its extension to arbitrary random variables (omitting the details of the proof).

Theorem 2.4. Let $X$ and $Y$ be independent real valued random variables, each having a symmetric distribution with variance $\frac{1}{2}$. Then $P\{|X+Y|<1\} \geq \frac{3}{8}$.

## 3. Three Special Cases

In the previous section we handled those $a=\left(a_{1}, \ldots, a_{n}\right) \in S^{n-1}$ that admit a partition of $[n]$ into $I$ and $\bar{I}$ so that $\sum_{i \in I} a_{i}^{2}=\sum_{i \in \bar{I}} a_{i}^{2}=\frac{1}{2}$. Intuitively, such a partition will exist, at least in an approximate sense, if the summands in $\sum a_{i}^{2}$ are all small. At the other extreme, if $a_{1}^{2}$, say, is close to 1 then such a partition is precluded. In this section we shall handle this and other cases with a small number of summands accounting for a significant part of the sum $\sum a_{i}^{2}$. As before, we shall define random variables $X=\sum_{i \in I} \varepsilon_{i} a_{i}$ and $Y=\sum_{i \in \bar{I}} \varepsilon_{i} a_{i}$, but here $I$ will consist of those big summands. The variances of $X$ and $Y$ will no longer be $\frac{1}{2}$, in general; this works to our disadvantage. On the other hand, we shall be able to exploit some additional information derived from the fact that $X$ is a sum of a small number of terms. In each of the three cases considered, we shall prove that $P\{|X+Y|<1\} \geq \frac{3}{8}$.

We assume $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S^{n-1}$ and, for our convenience,

$$
\begin{equation*}
a_{1} \geq a_{2} \geq \cdots \geq a_{n}>0 \tag{22}
\end{equation*}
$$

Case A. $\frac{1}{2} \leq a_{1}<1$.
We define two random variables over the probability space $\{ \pm 1\}^{n}$ (with all $\epsilon=$ $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}$ equiprobable): $X=\varepsilon_{1} a_{1}$ and $Y=\sum_{i=2}^{n} \varepsilon_{i} a_{i}$. We denote $P=$ $\boldsymbol{P}\{|X+Y|<1\}$, and want to prove that $P \geq \frac{3}{8}$.

The random variable $Y$ is independent of $X$, it assumes finitely many values and is symmetrically distributed with variance $1-a_{1}^{2}$. As in the proof of Proposition 2.2, we may replace $Y$ by a random variable (that we continue to denote by $Y$ ) having these same properties and the additional property that $|Y|$ assumes just two values. Thus, we have:

$$
y_{1}<y_{2}, \quad q=P\left\{|Y|=y_{1}\right\}, \quad 1-q=P\left\{|Y|=y_{2}\right\}
$$

The information on the variance yields

$$
\begin{equation*}
q y_{1}^{2}+(1-q) y_{2}^{2}=1-a_{1}^{2} \tag{23}
\end{equation*}
$$

The random variable $X$ remains unchanged. Thus, it assumes the values $\pm a_{1}$ with equal probabilities. From (23) and the convention $y_{1}<y_{2}$ it follows that $y_{1} \leq$ $\sqrt{1-a_{1}^{2}}<1$. Since, by assumption, also $a_{1}<1$, we have $\left|y_{1}-a_{1}\right|<1$, which accounts

$$
\begin{equation*}
P \geq \frac{1}{2} q \tag{24}
\end{equation*}
$$

Now, if $\left|y_{2}-a_{1}\right|<1$ then (24) can be improved to get $P \geq \frac{1}{2} q+\frac{1}{2}(1-q)=\frac{1}{2}$, so we assume that $\left|y_{2}-a_{1}\right| \geq 1$. Since $a_{1}-y_{2}<a_{1}<1$, this means that

$$
\begin{equation*}
y_{2} \geq 1+a_{1} \tag{25}
\end{equation*}
$$

As $a_{1} \geq \frac{1}{2}$, putting (25) into (23) yields $q \geq \frac{2}{3}$. Now, if $y_{1}+a_{1}<1$ then (24) can be improved to obtain $P \geq \frac{1}{2} q+\frac{1}{2} q=q \geq \frac{2}{3}$, so we assume that $a_{1} \geq 1-y_{1}$. Together with (25) this implies that $y_{2} \geq 2-y_{1}$. Using Claim 2.3 with $u=a_{1}$ we deduce that $q \geq$ $\frac{1+a_{1}}{2} \geq \frac{3}{4}$ and therefore, by (24), $P \geq \frac{3}{8}$.
Case B. $a_{1}<\frac{1}{2}, a_{1}^{2}+a_{2}^{2} \geq \frac{2}{9}$ and $a_{1}-a_{2} \leq \frac{1}{3}$.
We define the random variables $X=\varepsilon_{1} a_{1}+\varepsilon_{2} a_{2}$ and $Y=\sum_{i=3}^{n} \varepsilon_{i} a_{i}$. We want to prove that $P=\boldsymbol{P}\{|X+Y|<1\} \geq \frac{3}{8}$. As before, we maintain $X$ and replace $Y$ to obtain the following situation:

$$
\begin{aligned}
& x_{1}=a_{1}-a_{2}, \quad x_{2}=a_{1}+a_{2}, \quad \boldsymbol{P}\left\{|X|=x_{1}\right\}=\boldsymbol{P}\left\{|X|=x_{2}\right\}=\frac{1}{2} \\
& y_{1}<y_{2}, \quad q=P\left\{|Y|=y_{1}\right\}, \quad 1-q=P\left\{|Y|=y_{2}\right\}
\end{aligned}
$$

Moreover, with $u=\sqrt{a_{1}^{2}+a_{2}^{2}}$ we have

$$
\begin{equation*}
q y_{1}^{2}+(1-q) y_{2}^{2}=1-u^{2} \tag{26}
\end{equation*}
$$

As $a_{2} \leq a_{1}<\frac{1}{2}$ we have $u^{2}=a_{1}^{2}+a_{2}^{2}<\frac{1}{2}$. Thus

$$
\begin{equation*}
\frac{2}{9} \leq u^{2}<\frac{1}{2} \tag{27}
\end{equation*}
$$

From the inequalities $a_{1}^{2}+a_{2}^{2} \leq\left(a_{1}+a_{2}\right)^{2} \leq 2\left(a_{1}^{2}+a_{2}^{2}\right)$ and (27) we deduce

$$
\begin{equation*}
\frac{\sqrt{2}}{3} \leq x_{2} \leq \sqrt{2} u<1 \tag{28}
\end{equation*}
$$

From (26) and the convention $y_{1}<y_{2}$ it follows that $y_{1}<1$; from (28), also $x_{1}, x_{2}<$ 1. Thus, $\left|y_{1}-x_{1}\right|<1$ and $\left|y_{1}-x_{2}\right|<1$, which accounts for

$$
\begin{equation*}
P \geq \frac{1}{2} q . \tag{29}
\end{equation*}
$$

Suppose that $y_{2}-x_{1}<1$. This implies that also $y_{2}-x_{2}<1$. Since $x_{1}-y_{2}<x_{2}-y_{2}<$ $x_{2}<1$, we have then $\left|y_{2}-x_{1}\right|<1$ and $\left|y_{2}-x_{2}\right|<1$, and so (29) can be improved to get $P \geq \frac{1}{2} q+\frac{1}{2}(1-q)=\frac{1}{2}$. Thus we may assume

$$
\begin{equation*}
y_{2} \geq 1+x_{1} \tag{30}
\end{equation*}
$$

Suppose now that $y_{1} \geq 1-x_{1}$. We shall prove then that $q \geq \frac{3}{4}$, implying by (29) that $P \geq \frac{3}{8}$. Indeed, putting our lower bounds on $y_{1}, y_{2}$ and $u^{2}$ into (26) yields

$$
q\left(1-x_{1}\right)^{2}+(1-q)\left(1+x_{1}\right)^{2} \leq \frac{7}{9}
$$

This implies that

$$
q \geq \frac{\frac{2}{9}+2 x_{1}+x_{1}^{2}}{4 x_{1}}
$$

Since $x_{1}=a_{1}-a_{2} \leq \frac{1}{3}$, we have $x_{1}\left(1-x_{1}\right) \leq \frac{2}{9}$, and so it follows that

$$
q \geq \frac{x_{1}\left(1-x_{1}\right)+2 x_{1}+x_{1}^{2}}{4 x_{1}}=\frac{3}{4}
$$

Thus we may assume that $y_{1}+x_{1}<1$. Hence (29) can be improved to obtain

$$
\begin{equation*}
P \geq \frac{1}{2} q+\frac{1}{4} q=\frac{3}{4} q . \tag{31}
\end{equation*}
$$

Now, if $q \geq \frac{1}{2}$ then $P \geq \frac{3}{8}$, so we may assume that $q<\frac{1}{2}$. Using (26) and (27) this implies that $y_{2}<\frac{\sqrt{14}}{3}$. This, together with (28), implies that $\left|y_{2}-x_{2}\right|<1$. Hence (31) can be improved to get

$$
\begin{equation*}
P \geq \frac{3}{4} q+\frac{1}{4}(1-q)=\frac{1}{4}+\frac{1}{2} q . \tag{32}
\end{equation*}
$$

Suppose that $y_{1} \geq 1-x_{2}$. Then, by (28), $y_{1} \geq 1-\sqrt{2} u>0$. Since $y_{2} \geq 1$ by (30), we get from (26) that

$$
q(1-\sqrt{2} u)^{2}+1-q \leq 1-u^{2}
$$

This implies that

$$
q \geq \frac{u^{2}}{2 \sqrt{2} u-2 u^{2}}=\frac{u}{2(\sqrt{2}-u)} \geq \frac{\frac{\sqrt{2}}{3}}{2\left(\sqrt{2}-\frac{\sqrt{2}}{3}\right)}=\frac{1}{4}
$$

Hence by (32) $P \geq \frac{3}{8}$. Thus we may assume that $y_{1}+x_{2}<1$. Therefore (32) can be improved to obtain

$$
\begin{equation*}
P \geq \frac{1}{4}+\frac{1}{2} q+\frac{1}{4} q=\frac{1}{4}+\frac{3}{4} q . \tag{33}
\end{equation*}
$$

Since $y_{2} \geq 1$, (26) and (27) imply that $q \geq \frac{2}{9}$. Thus (33) yields $P \geq \frac{5}{12}$.
Case C. $a_{1}^{2}+a_{2}^{2}<\frac{2}{5}, a_{1}^{2}+a_{2}^{2}+a_{3}^{2} \geq \frac{1}{4}$ and $a_{2}+a_{3}-a_{1} \geq \sqrt{\frac{6}{5}}-1$.
We define the random variables $X=\varepsilon_{1} a_{1}+\varepsilon_{2} a_{2}+\varepsilon_{3} a_{3}$ and $Y=\sum_{i=4}^{n} \varepsilon_{i} a_{i}$. Again, we want to prove that $P=\boldsymbol{P}\{|X+Y|<1\} \geq \frac{3}{8}$. As in the proof of Proposition 2.2, an argument based on bilinearity shows that we can replace $X$ and $Y$ to obtain the following situation:

$$
\begin{array}{cc}
x_{1}<x_{2}, & p=\boldsymbol{P}\left\{|X|=x_{1}\right\}, \\
y_{1}<y_{2}, & 1-p=\boldsymbol{P}\left\{|X|=x_{2}\right\} \\
\hline \boldsymbol{P}\left\{|Y|=y_{1}\right\}, & 1-q=\boldsymbol{P}\left\{|Y|=y_{2}\right\}
\end{array}
$$

The values $x_{1}$ and $x_{2}$ are among those numbers of the form $\pm a_{1} \pm a_{2} \pm a_{3}$ which are nonnegative. Since $a_{2}+a_{3}-a_{1} \geq \sqrt{\frac{6}{5}}-1$, these numbers are

$$
a_{2}+a_{3}-a_{1} \leq a_{1}+a_{3}-a_{2} \leq a_{1}+a_{2}-a_{3}<a_{1}+a_{2}+a_{3},
$$

and we have

$$
\begin{equation*}
x_{1} \geq \sqrt{\frac{6}{5}}-1 \tag{34}
\end{equation*}
$$

Also, since $a_{1}+a_{2}+a_{3} \leq \frac{3}{2}\left(a_{1}+a_{2}\right) \leq \frac{3}{2} \sqrt{2\left(a_{1}^{2}+a_{2}^{2}\right)}<\frac{3}{2} \sqrt{2 \cdot \frac{2}{9}}=1$, we have

$$
\begin{equation*}
x_{2}<1 \tag{35}
\end{equation*}
$$

Denoting $u=\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}$ we have

$$
\begin{equation*}
q y_{1}^{2}+(1-q) y_{2}^{2}=1-u^{2} \tag{36}
\end{equation*}
$$

and, by assumption,

$$
\begin{equation*}
u \geq \frac{1}{2} \tag{37}
\end{equation*}
$$

The arguments leading to formulae (29) and (30) in Case B are valid here too. Thus, we have

$$
\begin{equation*}
P \geq \frac{1}{2} q \tag{38}
\end{equation*}
$$

because $\left|y_{1}-x_{1}\right|<1$ and $\left|y_{1}-x_{2}\right|<1$, and we may assume

$$
\begin{equation*}
y_{2} \geq 1+x_{1} \tag{39}
\end{equation*}
$$

Together with (34) the latter implies that $y_{2}^{2} \geq \frac{6}{5}$. Using now (36) and (37) it follows that

$$
\begin{equation*}
q \geq \frac{3}{8} \tag{40}
\end{equation*}
$$

If $x_{1} \geq 1-y_{1}$ then, by (39), $y_{2} \geq 2-y_{1}$; using Claim 2.3, (36), (37) and (38) this implies $P \geq \frac{3}{8}$. Thus we may assume that $x_{1}+y_{1}<1$. Hence (38) can be improved to obtain

$$
\begin{equation*}
P \geq \frac{1}{2} q+\frac{1}{2} p q \tag{41}
\end{equation*}
$$

Now, if $x_{2}+y_{1}<1$ then (41) can be improved to get $P \geq \frac{1}{2} q+\frac{1}{2} p q+\frac{1}{2}(1-p) q=q \geq \frac{3}{8}$. So we may assume

$$
\begin{equation*}
x_{2} \geq 1-y_{1} \tag{42}
\end{equation*}
$$

Similarly, if $y_{2}-x_{2}<1$ then, since $x_{2}-y_{2}<x_{2}<1$, we have $\left|y_{2}-x_{2}\right|<1$; therefore (41) can be improved to obtain $P \geq \frac{1}{2} q+\frac{1}{2} p q+\frac{1}{2}(1-p)(1-q)=\frac{1}{2}+p\left(q-\frac{1}{2}\right) \geq \frac{1}{2}-\frac{1}{8} p \geq$ $\frac{3}{8}$. Thus we may assume that $y_{2} \geq 1+x_{2}$. Coupled with (42) this implies $y_{2} \geq 2-y_{1}$, which implies (as above) $P \geq \frac{3}{8}$.

## 4. Proofs of Theorems 1.2 and 1.4

Proof of Theorem 1.2. Let $a=\left(a_{1}, \ldots, a_{n}\right) \in S^{n-1}$. We assume that (22) holds and $a_{1}<1$. Furthermore, we assume that none of Cases A, B or C of Section 3 occurs, since in these cases the lower bound of $\frac{3}{8}$ has been established. As Case A does not occur, we have

$$
\begin{equation*}
a_{1}<\frac{1}{2} \tag{43}
\end{equation*}
$$

We claim now that

$$
\begin{equation*}
a_{3}<\sqrt{\frac{1}{12}} \tag{44}
\end{equation*}
$$

Suppose not, i.e., $a_{3} \geq \sqrt{\frac{1}{12}}$. Then $a_{1}-a_{2} \leq a_{1}-a_{3}<\frac{1}{2}-\sqrt{\frac{1}{12}}<\frac{1}{3}$, and so the failure of Case B means that $a_{1}^{2}+a_{2}^{2}<\frac{2}{9}$. Since also $a_{1}^{2}+a_{2}^{2}+a_{3}^{2} \geq 3 a_{3}^{2} \geq \frac{1}{4}$ and $a_{2}+a_{3}-a_{1} \geq$ $2 a_{3}-a_{1}>2 \sqrt{\frac{1}{12}}-\sqrt{\frac{2}{9}}>\sqrt{\frac{6}{5}}-1$, the conditions of Case $C$ hold, contradicting our assumption.

We choose now a partition of $\{n \backslash \backslash\{3\}=\{1,2,4, \ldots, n\}$ into $I$ and $\bar{I}$ so that

$$
M=\max \left\{\sum_{i \in I} a_{i}^{2}, \sum_{i \in \bar{I}} a_{i}^{2}\right\}
$$

is the smallest possible among all such partitions. We claim that

$$
\begin{equation*}
M \leq \frac{1}{2} \tag{45}
\end{equation*}
$$

To show this, assume w.l.o.g. that $M=\sum_{i \in I} a_{i}^{2}$, and let $j \in I$. By the choice of the partition, $\sum_{i \in \bar{I}} a_{i}^{2}+a_{j}^{2} \geq M$. Therefore, $a_{j}^{2}-a_{3}^{2} \geq M-\sum_{i \in \bar{I}} a_{i}^{2}-a_{3}^{2}=M-\left(1-\sum_{i \in I} a_{i}^{2}\right)=$ $2 M-1$. If $a_{j} \leq a_{3}$ for any $j \in I$, then this implies (45). If, on the other hand, $a_{j}>a_{3}$ for all $j \in I$, then $I \subseteq\{1,2\}$, and so $M \leq a_{1}^{2}+a_{2}^{2}<\frac{1}{2}$, by (43).

Using this partition, we define two random variables over the probability space $\{ \pm 1\}^{n}$ (with all $\epsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}$ equiprobable): $X=\sum_{i \in I} \varepsilon_{i} a_{i}$ and $Y=$ $\sum_{i \in \bar{I}} \varepsilon_{i} a_{i}$. Then

$$
\begin{aligned}
\boldsymbol{P}\{|\boldsymbol{\varepsilon} \cdot a|<1\}= & \boldsymbol{P}\left\{\left|X+Y+\varepsilon_{3} a_{3}\right|<1\right\} \\
= & \boldsymbol{P}\left\{\varepsilon_{3}=1\right\} \boldsymbol{P}\left\{\left|X+Y+\varepsilon_{3} a_{3}\right|<1 \mid \varepsilon_{3}=1\right\} \\
& +\boldsymbol{P}\left\{\varepsilon_{3}=-1\right\} \boldsymbol{P}\left\{\left|X+Y+\varepsilon_{3} a_{3}\right|<1 \mid \varepsilon_{3}=-1\right\} \\
= & \frac{1}{2} \boldsymbol{P}\left\{-1-a_{3}<X+Y<1-a_{3}\right\} \\
& +\frac{1}{2} \boldsymbol{P}\left\{-1+a_{3}<X+Y<1+a_{3}\right\} \\
= & \boldsymbol{P}\left\{-1+a_{3}<X+Y<1+a_{3}\right\}
\end{aligned}
$$

(the last equality holding because $X+Y$ is symmetric). It is easy to verify that the conditions of Proposition 2.2 are satisfied. In particular, (45) says that the variances are at most $\frac{1}{2}$; by (44) and (45) they are at least $1-\frac{1}{2}-\frac{1}{12}=\frac{5}{12}>6-4 \sqrt{2}$; by (44) we have $a_{3}<\sqrt{\frac{1}{12}}<1-\sqrt{\frac{1}{2}}$. Thus, the above probability must be at least $\frac{3}{8}$.
Proof of Theorem 1.4. The proof is a straightforward application of the central limit theorem for triangular arrays (see [1, Theorem 27.2]), which we quote here.
Theorem. Suppose that for each $n$ the random variables $X_{n 1}, \ldots, X_{n r_{n}}$ are independent, with $E\left(X_{n i}\right)=0$ and $s_{n}^{2}=\sum_{i=1}^{r_{n}} \operatorname{Var}\left(X_{n i}\right)$. Suppose further that the Lindeberg condition holds:

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{r_{n}} \frac{1}{s_{n}^{2}} \int_{\left|X_{n i}\right| \geq \varepsilon s_{n}} X_{n i}^{2} d P=0
$$

for all $\varepsilon>0$. Then the distributions of $\frac{1}{s_{n}} \sum_{i=1}^{r_{n}} X_{n i}$ tend to the standard normal distribution.

In our application $r_{n}=n$ and $X_{n i}=\varepsilon_{n i} a_{n i}$. As $a_{n} \in S^{n-1}$ we have $s_{n}=$ 1. To verify the Lindeberg condition, suppose $\varepsilon>0$ is given. We know that $\max _{i=1, \ldots, n}\left|a_{n i}\right| \rightarrow 0$, so we can find $N$ so that $\left|a_{n i}\right|<\varepsilon$ for all $n \geq N$ and all $i=1, \ldots, n$. This implies that the event $\left|X_{n i}\right| \geq \varepsilon s_{n}$ is null for all $n \geq N$ and all $i=1, \ldots, n$, and therefore $\sum_{i=1}^{n} \frac{1}{s_{n}^{2}} \int_{\left|X_{n i}\right| \geq \varepsilon s_{n}} X_{n i}^{2} d P=0$ for $n \geq N$. Thus the central limit theorem applies and tells us that the distributions of $\epsilon_{n} \cdot a_{n}$ tend to the standard normal distribution.
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